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## 1 Henselian extensions

In all this paper $A$ will be a local ring, with a detachable maximal ideal $\mathfrak{M}$. We let $k$ be the residue field $A / \mathfrak{M}$. If we have such a local ring $A, \mathfrak{M}$ it is convenient to think of the elements of $\mathfrak{M}$ as "infinitesimal", whereas the elements of $A^{\times}$are the ones that are observationally different from 0 . (The introduction of $[8]$ is helpful there.)

We shall look at a polynomial system

$$
\begin{equation*}
f_{1}\left(x_{1}, \ldots, x_{n}\right)=\ldots=f_{n}\left(x_{1}, \ldots, x_{n}\right)=0 \tag{*}
\end{equation*}
$$

which has a simple zero at $(0, \ldots, 0)$ residually: we have not only $f_{i}(0, \ldots, 0)=0$ residually but also the Jacobian of this system $J(0, \ldots, 0)$ is in $A^{\times}$.

We are going to associate, in an explicit way, to such a system a unitary polynomial $f$ of degre $m$ which is of the form $X^{m-1}(X-1)$ residually. To this polynomial we can associate the extension $A_{f}$ of $A$ obtained by forcing $f(z)=0$ and inverting all elements $g(z)$ such that $g(1) \in A^{\times}$. Intuitively we have added a root of $f$ which is infinitely close to 1 . The extension $A_{f}$ is called a simple Hensel extension of $A$. One can show that $A_{f}$ is a local ring and we have a local embedding of $A$ into $A_{f}$, the maximal ideal $\mathfrak{M}_{f}$ being the set of elements $h(z) / g(z)$ such that $h(1) \in \mathfrak{M}$ [1]. (This is actually rather direct since $f$ is unitary.) For instance we have $z-1 \in \mathfrak{M}_{f}$ and this expresses that $z$ is infinitely close to 1 .

The polynomial $f$ will be such that in $A_{f}$ there is a solution $\left(x_{1}, \ldots, x_{n}\right)$ of the system (*) where all $x_{1}, \ldots, x_{n}$ are in $\mathfrak{M}_{f}$. Thus we have found a local extension of $A$ in which the system (*) has a solution "infinitely close" to 0 .

A unitary polynomial which is of degre $m$ and of the form $X^{m-1}(X-1)$ residually is called a special polynomial. Notice that if $f$ is a special polynomial we always have $f(1)=0$ and $f^{\prime}(1)=1$ residually. Notice also that $z$ is a unit of $A_{f}$. We call such an element a special unit.

We can summarise this discussion by the following result.
Theorem 1.1 There exists a special polynomial $f$ such that the system (*) has an infinitesimal solution in $A_{f}$.

In particular this means that it is consistent to add a root of the system $(*)$ and if we do that, we do it in a conservative way over $A$. Furthermore, it shows that the system (*) has a solution in the Henselization of $A$, which is obtained from $A$ by adding successively roots of special polynomials [1].

To build such a solution, the first step is to extend the system $(*)$ so that we get a new system which has the property that it implies that all $x_{i}$ are in $\mathfrak{M} A\left[x_{1}, \ldots, x_{n}\right]$.

Lemma 1.2 Assume $f_{1}, \ldots, f_{n} \in k\left[X_{1}, \ldots, X_{n}\right]$ are such that $f_{1}(0, \ldots, 0)=\ldots=f_{n}(0, \ldots, 0)=$ 0 and have a Jacobian $J(0, \ldots, 0)$ in $k^{\times}$and let $k\left[x_{1}, \ldots, x_{n}\right]$ be $k\left[X_{1}, \ldots, X_{n}\right] /<f_{1}, \ldots, f_{n}>$. Then there exists an idempotent element $e \in 1+\Sigma x_{i} k\left[x_{1}, \ldots, x_{n}\right]$ such that $e x_{1}=\ldots=e x_{n}=0$.

Proof. After a linear change of coordinates we can assume that we have $f_{i}=X_{i}-g_{i}$ where all monomials in $g_{i}$ are of degree $>1$. This means that, if $x$ is the column vector $\left(x_{1}, \ldots, x_{n}\right)$, we can write $x=M x$ where $M$ is a $n \times n$ matrix in coefficient in $\Sigma x_{i} k\left[x_{1}, \ldots, x_{n}\right]$. If $e$ is the determinant of $I_{n}-M$ we have $e x_{1}=\ldots=e x_{n}=0$, and $e \in 1+\Sigma x_{i} k\left[x_{1}, \ldots, x_{n}\right]$. This implies $e^{2}=e$.

Corollary 1.3 With the notations of Lemma $1.2, X_{1}, \ldots, X_{n}, 1-X \in<f_{1}, \ldots, f_{m}, X e-1>$ in $k\left[X_{1}, \ldots, X_{n}, X\right]$.

Proof. Indeed this ideal contains $e^{2}-e$ and $X e-1$ so it contains $e-1$ and $X-1$. Since it contains $e X_{1}, \ldots, e X_{n}$ it contains also $X_{1}, \ldots, X_{n}$.

If we lift this to $A$ and $A\left[X_{1}, \ldots, X_{n}\right]$ this means that, maybe after adding one indeterminate and one equation, one can assume that we have $\nu_{1}, \ldots, \nu_{n}$ in $\mathfrak{M} A\left[X_{1}, \ldots, X_{n}\right]$ such that $X_{1}-$ $\nu_{1}, \ldots, X_{n}-\nu_{n}$ are in $<f_{1}, \ldots, f_{n}>$.

We shall follow Peskine's proof of Zariski Main Theorem [7] for proving constructively the following formulation of this theorem.

Theorem 1.4 We assume that $B=A\left[x_{1}, \ldots, x_{n}\right]$ is an $A$-algebra such that $x_{1}, \ldots, x_{n} \in \mathfrak{M} B$. There exists $s \in 1+\mathfrak{M} B$ such that $s, s x_{1}, \ldots, s x_{n}$ are integral over $A$.

The statement is proved only for two elements $x, y$, but it holds, with the same argument as the one we give, for $n$ elements as well. The argument we give for Theorem 1.4 follows closely Peskine's proof. One main point is the elimination of the use of a generic minimal prime.

Before giving the proof of Theorem 1.4, we explain how it can be used for Theorem 1.1. We apply it to the algebra $B=A\left[x_{1}, \ldots, x_{n}\right]$ where $x_{1}, \ldots, x_{n}$ are forced to be a solution of the system $(*)$, assuming that this system implies $x_{1}, \ldots, x_{n} \in \mathfrak{M} B$. Notice that, a priori, it may be that $1 \in \mathfrak{M} B$ or that $1=0$ in $B$. It will be a consequence of Theorem 1.1 that this is not the case, and furthermore $B$ is conservative over $A$ : if $a \in A$ then $a=0$ in $B$ if and only if $a=0$ in $A$.

By Theorem 1.4 we find $s=s\left(x_{1}, \ldots, x_{n}\right)$ in $1+\mathfrak{M} B$ and $s, s x_{1}, \ldots, s x_{n}$ are integral over $A$. We let $D=A\left[s, s x_{1}, \ldots, s x_{n}\right]$.

Lemma 1.5 For each $u \in B$ there exists $p$ such that $s^{p} u$ is in $D$.
Proof. Indeed $u$ can be written as a polynomial in $x_{1}, \ldots, x_{n}$ and so $s^{m} u$ can be written as a polynomial in $s, s x_{1}, \ldots, s x_{n}$ for $m$ big enough.

Since $s, s x_{1}, \ldots, s x_{n}$ are integral over $A, D$ is a finite $A$-module. So it is a finite $A[s]$-module as well, and the generators are $m_{0}=1, m_{1}, \ldots, m_{l}$ where each $m_{1}, \ldots, m_{l}$ is a product of powers of $s x_{i}$. So each generator $m_{1}, \ldots, m_{l}$ is in $\mathfrak{M} B$.

Lemma 1.6 There exists $p$ such that all $s^{p} m_{1}, \ldots, s^{p} m_{l}$ are in $\mathfrak{M} D$.
Proof. Indeed each $m_{i}$ is in $\mathfrak{M} B$ and we can apply Lemma 1.5.
Corollary 1.7 There exists a unitary polynomial $d(X)=X^{l p}+\ldots$ which is $X^{l p}$ residually such that $d(s) D \subseteq A[s]$.

Proof. Indeed we write $s^{p} m_{i}=\Sigma \mu_{i j} m_{j}$ for $i=1, \ldots, l$ and $m_{0}=1$ where each $\mu_{i j}$ is in $\mathfrak{M}$. By taking the determinant $d(s)$ of this system we obtain the result.

This shows that each $x_{1}, \ldots, x_{n}$ can be expressed as a rational function of $s$, and we write $h_{i}(s)=d(s) s x_{i}=q(s) x_{i}$ with $q(X)=X d(X)$. We let $N$ be a bound of the degree of $f_{1}, \ldots, f_{n}$ and we let $F_{i}(z)$ be $q(z)^{N} f_{i}\left(h_{1}(z) / q(z), \ldots, h_{n}(z) / q(z)\right)$.

Corollary $1.8 s$ is a root of the system $F_{1}(s)=\ldots=F_{n}(s)=0$.
Notice that $s-1 \in \mathfrak{M} B$. By using Lemma 1.5 we have $N$ such that $s^{N}(s-1) \in \mathfrak{M} D$. By using Corollary 1.7, we get $d(s) s^{N}(s-1) \in \mathfrak{M} A[s]$. Thus we see that $s$ is the root of a polynomial which is of the form $X^{p-1}(X-1)$ residually. We can get a little better and obtain that $s$ is the root of a special polynomial.

Lemma 1.9 Let $p$ be minimal such that $s$ is a root of a polynomial $F$ of the form $X^{p-1}(X-1)$ residually. Then $s$ is the root of a special polynomial of degree $p$.

Proof. We have that $1, \ldots, s^{p-1}$ generates $A[s]$ as a $A$-module by using Nakayama's lemma. Thus $s$ is the root of a unitary polynomial of degree $p$. This polynomial $G$ has to be $X^{p-1}(X-1)$ residually, otherwise $s$ would be the root of the gcd of this polynomial $F$ and $G$ (we do the computation residually). Since this polynomial divides $X^{p-1}(X-1)$ residually it has to be of the form $X^{q-1}(X-1)$ residually with $q<p$.

We don't need to be able to compute the minimal value for $p$, and we cannot compute it in general. We follow the proof of Lemma 1.9 and proceed dynamically. We find in this way a special polynomial $f$ of which $s$ is a root, and we can do as if this polynomial is of minimal degree.

The claim is now that for this polynomial $f$ the system $(*)$ has a root in $A_{f}$. For this, since we have $F_{i}(z)=q(z)^{N} f_{i}\left(h_{1}(z) / q(z), \ldots, h_{n}(z) / q(z)\right)$ and $q(1)=1$ residually the only condition that we have to check is $F_{1}(z)=\ldots=F_{n}(z)=0$. By the minimality condition on $f$ we can assume that $F_{1}(X), \ldots, F_{n}(X)$ are multiple of $f(X)$ residually. (This is an example where we can reason dynamically: if after dividing $F_{1}, \ldots, F_{n}$ by $f$ we find some remaining polynomial which is not 0 residually we can replace $f$ by a smaller special polynomial. After a finite number of such operations we are in the situation where $F_{1}(X), \ldots, F_{n}(X)$ are all multiple of $f(X)$ residually.)

Thus we have that all $F_{1}(z), \ldots, F_{n}(z)$ are infinitely small in $A_{f}$. We let $I$ be the ideal $<F_{1}(z), \ldots, F_{n}(z)>$ in $A_{f}$.

Lemma 1.10 (Newton's lemma) If $C$ is an $A$-algebra, $I$ an ideal of $C$, and there is a solution $\left(u_{1}, \ldots, u_{n}\right)$ of $(*) \bmod . I$ then there exists $i_{1}, \ldots, i_{n} \in I$ such that $\left(u_{1}+i_{1}, \ldots, u_{n}+i_{n}\right)$ is a solution of $(*) \bmod . I^{2}$.

Lemma 1.11 In the ring $A_{f}$ we have $I=I^{2}$.
Proof. Notice that $h_{1}(z) / q(z), \ldots, h_{n}(z) / q(z)$ a solution of the system $(*) \bmod I$. By Lemma 1.10 there exits a solution $y_{1}, \ldots, y_{n} \bmod I^{2}$ of the system $(*)$. It follows that $t=s\left(y_{1}, \ldots, y_{n}\right) \in$ $1+\mathfrak{M} A\left[y_{1}, \ldots, y_{n}\right]$ is a root of the special polynomial $f \bmod I^{2}$, and that we have $q(t) y_{i}=h_{i}(t)$. (Indeed, all this follows uniquely formally as soon as we have somewhere a solution of the system $(*)$.$) Also t$ is in $A_{f}$ infinitely close to 1 . Since $t$ is infinitely close to 1 and $f(t)=0 \bmod I^{2}$ it follows that we have $z=t \bmod I^{2}$ : we can write $f(t)=(t-z) f^{\prime}(z)+(t-z)^{2} u$ and since $t-z \in \mathfrak{M}_{f}$ and $f^{\prime}(z)$ is invertible, $f(t) \in I^{2}$ implies $t-z \in I^{2}$. Thus $q(z) y_{i}=h_{i}(z) \bmod I^{2}$ and we have $F_{1}(z), \ldots, F_{n}(z)=0 \bmod I^{2}$, as desired.

Corollary 1.12 We have $I=0$ and so $h_{1}(z) / q(z), \ldots, h_{n}(z) / q(z)$ is a solution of the system (*) in $A_{f}$.

Proof. Since $F_{1}(z), \ldots, F_{n}(z)$ are infinitely small in $A_{f}$, the inclusion $I \subseteq I^{2}$ implies (like in Nakayma's lemma) that $I=0$.

## 2 Zariski Main Theorem

In the following we shall reserve the names $A, B, \mathfrak{M}$ as described in the statement of Theorem 1.4. The monoid $M=1+\mathfrak{M} B$ will play a crucial role.

Lemma 2.1 If $R \subseteq S$ and $t \in S$ satisfies an equation $a_{n} t^{n}+\ldots+a_{0}=0$ with $a_{0}, \ldots, a_{n} \in R$ then $a_{n} t$ is integral over $R$.

Proof. We have, by multiplying the equation by $a_{n}^{n-1}$

$$
\left(a_{n} t\right)^{n}+a_{n-1}\left(a_{n} t\right)^{n-1}+\ldots+a_{n}^{n-1} a_{0}=0
$$

which shows that $a_{n} t$ is integral over $R$.
This is only a special case of a more important result, which comes from [3].
Lemma 2.2 If $R \subseteq S$ and $t \in S$ satisfies an equation $a_{n} t^{n}+\ldots+a_{0}=0$ with $a_{0}, \ldots, a_{n} \in R$ and we take $u_{n}=a_{n}, u_{n-1}=u_{n} t+a_{n-1}, \ldots, u_{0}=u_{1} t+a_{0}=0$ then $u_{n}, \ldots, u_{0}$ and $u_{n} t, \ldots, u_{0} t$ are integral over $R$ and $<u_{0}, \ldots, u_{n}>=<a_{0}, \ldots, a_{n}>$ as ideals of $S$.

Proof. By Lemma 2.21 we have first $u_{n} t=a_{n} t$ integral over $R$. It follows that $u_{n-1}=t u_{n}+a_{n-1}$ is integral over $R$. We have then

$$
u_{n-1} t^{n-1}+a_{n-2} t^{n-2}+\ldots+a_{0}=0
$$

so that, by Lemma 2.21 again, $u_{n-1} t$ is integral over $R\left[u_{n}\right]$ and so over $R$. In this way, we get that $u_{n}, u_{n} t, u_{n-1}, u_{n-1} t, \ldots, u_{0}=0$ are all integral over $R$.

We deduce from this the following way of building integral elements that are in the monoid $M$.

Corollary 2.3 If $A \subseteq C \subseteq B$ and $t \in B$ satisfies an equation $a_{n} t^{n}+\ldots+a_{0}=0$ with $a_{0}, \ldots, a_{n} \in C$ and at least one of them in $M$ then there exists $u$ in $M$ such that $u$, ut are integral over $C$.

Proof. By Lemma 2.2 we first find $u_{n}, \ldots, u_{0} \in B$ such that $u_{n}, u_{n} t, \ldots, u_{0}, u_{0} t$ are integral over $C$ and by Lemma 2.2 at least one $u_{i}$ is in $M$.

Corollary 2.3 can be formulated as follow: if $t$ is the root of a polynomial in $C[T]$ which is not $0 \bmod \mathfrak{M} B$ then there exists $u$ in $M$ such that $u$, ut are integral over $C$.

Lemma 2.4 If $t$ is integral over $R[x]$ and $p(x)$ is a monic polynomial in $R[x]$ such that $t p(x)$ is in $R[x]$ then there exists $q$ in $R[x]$ such that $t-q$ is integral over $R$.

Proof. We write $t p=r(x)$ in $R[x]$. We do the Euclidian division of $r(X)$ by $p(X)$ and get $r=p q+r_{1}$. We can then write $(t-q) p=r_{1}$. This shows that we have $p=(t-q)^{-1} r_{1}$ in $R\left[(t-q)^{-1}\right][x]$ and hence that $x$ is integral over $R\left[(t-q)^{-1}\right]$. Since $t-q$ is integral over $R[x]$ we get that $t-q$ is integral over $R\left[(t-q)^{-1}\right]$ and hence over $R$.

Lemma 2.6 is a variation on this lemma. With Corollary 2.3 this gives the second way of building integral elements.

Lemma 2.5 If $t$ is integral over $R[x]$ then there exists $l$ such that for all $a \in R$ we have that $a^{l} t$ is integral over $R[a x]$.

Proof. We have an equation for $t$ of the form $t^{n}+p_{1}(x) t^{n-1}+\ldots+p_{n}(x)=0$. Let $l$ be the greatest exponent of $x$ in this expression. By multiplying by $a^{l}$ we get an equality of the form

$$
a^{l} t^{n}+q_{1}(a x) t^{n-1}+\ldots+q_{n}(a x)=0
$$

and hence, by Lemma 2.1, $a^{l} t$ is integral over $R[a x]$.
Lemma 2.6 If $t$ is integral over $R[x]$ and $p(x)=a_{k} x^{k}+\ldots+a_{0}$ is a polynomial in $R[x]$ such that $\operatorname{tp}(x)$ is in $R[x]$ then there exists $q$ in $R[x]$ and $m$ such that $a_{k}^{m} t-q$ is integral over $R$.

Proof. By Lemma 2.5 we have $l$ such that $a^{l} t$ is integral over $R[a x]$ for all $a$. We write $\operatorname{tp}(x)=$ $r(x)$ and by multiplying by a suitable power of $a_{k}$ we get an $t a_{k}^{m} P\left(a_{k} x\right) \in R\left[a_{k} x\right]$ with $m \geq l$ and $P$ monic. We can then apply Lemma 2.4.

Corollary 2.7 If $t$ is integral over $R[x]$ and $R$ is integrally closed in $R[x, t]$ and $t\left(a_{k} x^{k}+\ldots+\right.$ $\left.a_{0}\right) \in R[x]$ then there exists $m$ such that $a_{k}^{m} t \in R[x]$.

We assume now $t$ integral over $R[x]$ of degree $n$ and $R$ integrally closed in $S=R[x, t]$. We define $J=(R[x]: S)$.

Lemma 2.8 If $u \in S$ we have $u \in J$ if and only if $u, u t, \ldots, u t^{n-1} \in R[x]$.
Proof. This is clear since all elements of $S$ can be written $q_{n-1}(x) t^{n-1}+\ldots+q_{0}(x)$.
Lemma 2.9 If $u \in S$ and $a_{0}, \ldots, a_{k} \in R$ and $u\left(a_{0}+\ldots+a_{k} x^{k}\right) \in J$ then there exists $m$ such that $u a_{k}^{m} \in J$.

Proof. We have by Lemma 2.8

$$
\left(a_{0}+\ldots+a_{k} x^{k}\right) u,\left(a_{0}+\ldots+a_{k} x^{k}\right) u t, \ldots,\left(a_{0}+\ldots+a_{k} x^{k}\right) u t^{n-1} \in R[x]
$$

All elements $u t^{j}$ are integral over $R[x]$ and $R$ is integrally closed in $R\left[x, u t^{j}\right]$. Hence by Corollary 2.7 we find $m$ such that $a_{k}^{m} u t^{j} \in A[x]$.

We consider now the radical $\sqrt{J}$ of $J$ in $S$.
Corollary 2.10 If $u \in S$ and $a_{0}, \ldots, a_{k} \in R$ and $u\left(a_{0}+\ldots+a_{k} x^{k}\right) \in \sqrt{J}$ then $u a_{0}, \ldots, u a_{k} \in$ $\sqrt{J}$.

Proof. We have $l$ such that $u^{l}\left(a_{0}+\ldots+a_{k} x^{k}\right)^{l} \in J$. By Lemma 2.9 we have $m$ such that $u^{l}\left(a_{k}^{l}\right)^{m} \in J$ and hence $u a_{k} \in \sqrt{J}$. It follows that $u a_{k} x^{k} \in \sqrt{J}$ and so $u\left(a_{0}+\ldots+a_{k-1} x^{k-1}\right) \in \sqrt{J}$ and we get successively $u a_{k-1}, \ldots, u a_{0} \in \sqrt{J}$.

Corollary 2.11 Assume $S=R[x, t]$ with $t$ integral over $R[x]$ and $R$ is integrally closed in $S$. We take $J=(R[x]: S)$. If we take $D=S / \sqrt{J}$ and $C=R / R \cap \sqrt{J}$ then $D=C[x, t]$ is a reduced ring with a subring $C$ such that $t$ is integral over $C[x]$ and $x$ is transcendent over $C$ in the strong sense that we have for all $u \in D$ and $a_{0}, \ldots, a_{k} \in C$, if $u\left(a_{0}+\ldots+a_{k} x^{k}\right)=0$ then $u a_{0}=\ldots=u a_{k}=0$.

Let $S$ be an $R$-algebra and let $I$ be an ideal of $R$. We say that $t \in B$ is integral over $I$ if and only if it satisfies a relation $t^{n}+a_{1} t^{n-1}+\ldots+a_{n}=0$ with $a_{1}, \ldots, a_{n}$ in $I$. The integral closure of $I$ in $S$ is the ideal of elements of $S$ that are integral over $I$.

Lemma 2.12 If $S$ is integral over $R$ then the integral closure of $I$ in $S$ is $\sqrt{I S}$.
Proof. See [2] Lemma 5.14.
Lemma 2.13 If $X^{k}+a_{1} X^{k-1}+\ldots+a_{k}$ divides $X^{n}+b_{1} X^{n-1}+\ldots+b_{n}$ then $a_{1}, \ldots, a_{k}$ are integral over $b_{1}, \ldots, b_{n}$

Proof. We can assume $X^{k}+a_{1} X^{k-1}+\ldots+a_{k}=\left(X-t_{1}\right) \ldots\left(X-t_{k}\right)$. We have then $t_{1}, \ldots, t_{k}$ integral over $b_{1}, \ldots, b_{n}$ and hence also $a_{1}, \ldots, a_{k}$ since they are (symmetric) polynomials in $t_{1}, \ldots, t_{k}$.

From now on, we assume that $D$ is a reduced $C$-algebra and that $x \in D$ is strongly transcendent over $C$ in the sense that we have for all $u \in D$ and $a_{0}, \ldots, a_{n} \in C$, if $u\left(a_{0} x^{n}+\ldots+a_{n}\right)=0$ then $u a_{0}=\ldots=u a_{n}=0$. This hypothesis is stable by localisation: $x$ is still strongly transcendent over $C$ in $D[1 / u]$ for any $u \in D$. More generally, if $U$ is a monoid of $D$ then $x$ is still strongly transcendent over $C$ in $D_{U}$. We assume also that $I$ is an ideal of $C$, that $P(T, X)=T^{m}+a_{1}(X) T^{m-1}+\ldots+a_{m}(X)$ and $Q(T, X)=X^{n} T^{n}+\mu_{1}(X) X^{n-1} T^{n-1}+\ldots+\mu_{n}(X)$ in $C[X, T]$ are such that $\mu_{1}(X), \ldots, \mu_{n}(X) \in I C[X], m \leq n$ and that $t \in D$ is such that $P(t, x)=Q(t, x)=0$. The goal is to show that, under these hypotheses, we have $t$ integral over $I C[x]^{1}$. By Lemma 2.12 this is equivalent to say that 0 belongs to the monoid $t^{\mathbb{N}}+I C[x, t]$, and by localising at this monoid $U$, i.e. replacing $D$ by $D_{U}$, we are reduced to show that $1=0$ in $D$.

Lemma 2.14 Assume $C_{1} \subseteq D$, that $x$ is transcendent over $C_{1}$ and that $G(T, x)=T^{k}+$ $b_{1}(x) T^{k-1}+\ldots+b_{k}(x)$ divides $Q(T, x)$, with $b_{1}(x), \ldots, b_{k}(x) \in C_{1}[x]$ and $G(t, x)=0$. Then $D$ is a trivial ring.

Proof. Since $x$ is transcendent over $C_{1}$ we have that $G(T, X)=T^{k}+b_{1}(X) T^{k-1}+\ldots+b_{k}(X)$ divides $Q(T, X)=X^{n} T^{n}+\mu_{1}(X) X^{n-1} T^{n-1}+\ldots+\mu_{n}(X)$. By taking $T=X^{N}$ we see that $X^{N k}+b_{1}(X) X^{N(k-1)}+\ldots+b_{k}(X)$ divides $X^{n} X^{N n}+\mu_{1}(X) X^{n-1} X^{N(n-1)}+\ldots+\mu_{n}(X)$. If $N$ is big enough we can apply Lemma 2.13 and conclude that all coefficients of $b_{1}(X), \ldots, b_{k}(X)$ are integral over $I$. Since $G(t, x)=t^{k}+b_{1}(x) t^{k-1}+\ldots+b_{k}(x)=0$ it follows that $t$ is integral over $I C[x]$, and so $D$ is a trivial ring.

Lemma 2.15 If $u \in D$ and $u, u x$ are integral over $C$ then $u=0$.
Proof. We have $(u x)^{l}+c_{1}(u x)^{n-1}+\ldots+c_{l}=0$ for some $c_{1}, \ldots, c_{l}$ in $C$. From $c_{l}=-(u x)^{l}-$ $c_{1}(u x)^{n-1}-\ldots-c_{l-1} u x$ and the fact that $u$ is integral over $C$ and that $D$ is reduced it follows that we have $c_{l}=0$. We have then $u x\left((u x)^{l-1}+\ldots+c_{l-1}\right)=0$ and similarly $u x c_{l-1}=0$ and so $u c_{l-1}=0$. In this way we deduce $u c_{l-2}=\ldots=u=0$.

Corollary 2.16 If $C_{1} \subseteq D$ and $C_{1}$ is integral over $C$ then $x$ is strongly transcendent over $C_{1}$.

[^0]Lemma 2.17 If $C_{1} \subseteq D$ and $x$ is strongly transcendent over $C_{1}$ and $a \in C$ then $x$ is strongly transcendent over $C_{1}[1 / a]$ in $D[1 / a]$.

Lemma $2.18 D$ is a trivial ring.
Proof. We compute the subresultants of $P(T, x)$ and $Q(T, x)$ in $C[x][T]$ and we show that they are all 0 , i.e. $P(T, x)$ has to divide $Q(T, x)$. The conclusion follows then from Lemma 2.14. We consider one such subresultant $s_{0}(x) T^{k}+c_{1}(x) T^{k-1}+\ldots+c_{k}(x)$ asssuming that all previous subresultants have been shown to be 0 . We can assume $s_{0}(x)$ to be invertible, replacing $D$ by $D\left[1 / s_{0}\right]$. We let $a$ be the leading coefficient of $s_{0}(x)$ and we show $a=0$. We write $b_{i}(x)=c_{i}(x) / s_{0}(x)$. Since $T^{k}+b_{1}(x) T^{k-1}+\ldots+b_{k}(x)$ divides $P(T, x)$ we have that $b_{1}(x), \ldots, b_{k}(x)$ are integral over $C[x]$ by Lemma 2.13. By Lemma 2.4, $b_{1}(x), \ldots, b_{k}(x)$ are in $C_{1}[1 / a][x]$ with $C_{1}$ integral over $C$. By Corollary 2.16 and Lemmas 2.14 and 2.17 , we have $1=0$ in $D[1 / a]$ and hence $a=0$ in $D$.

Corollary 2.19 If $S=R[x, t]$ and $R$ is integrally closed in $S$ and $t$ is integral over $R[x]$ and $I$ ideal of $R$ such that $t x \in \sqrt{I S}$ then $t \in \sqrt{I S} \bmod \sqrt{J}$ where $J=(R[x]: S)$.

Proof. This follows from Corollary 2.11 and Lemma 2.18.
Corollary 2.20 If $A \subseteq C[x] \subseteq B$ and $t$ in $M$ and $t$ is integral over $C[x]$ and $t x \in \sqrt{\mathfrak{M} C[x, t]}$ then there exists $u$ in $M$ such that $u$, $u x$ are integral over $C$.

Proof. Let $R$ be the integral closure of $C$ in $S=C[x, t]$. By Corollary 2.3, it is enough to find a polynomial in $R[T]$, with one coefficient in $M$, of which $x$ is a root. By Corollary 2.19 we get $a \in J \cap M$. Since $a$, at $\in M \cap R[x]$ both are polynomial in $R[x]$ and both have their constant coefficient in $M$. Using $t x \in \mathfrak{M C}[x, t]$ we get a polynomial in $R[T]$, with one coefficient in $M$, of which $x$ is a root.

Lemma 2.21 If $t$, ty are integral over $A[x]$ and $s, s x$ integral over $A$ then there exists $N$ such that $s^{N} t, s^{N} t x, s^{N}$ ty are integral over $A$.

Proof. We write $t^{k}+a_{1}(x) t^{k-1}+\ldots+a_{k}(x)=0$ and $t^{l} y^{l}+b_{1}(x) t^{l-1} y^{l-1}+\ldots+b_{l}=0$. Let $x^{d}$ be the highest power of $x$ that appears in these expressions. We have that $s^{d} t$ and $s^{d} t y$ are integral over $s, s x$ and so over $A$, and we take $N=d+1$.

We now have all the elements for the proof of main Theorem.
Theorem 2.1 We assume that $B=A[x, y]$ is an $A$-algebra such that $x, y \in \mathfrak{M} B$. There exists $s \in 1+\mathfrak{M} B$ such that $s, s x, s y$ are integral over $A$.

Proof. We can write $y=\mu(y)$ with $\mu(y) \in \mathfrak{M}[x][y]$. The polynomial $T-\mu(T)$ in $A[x][T]$ is then a polynomial, which is $1 \bmod \mathfrak{M} B$, of which $y$ is a root. Hence by Corollary 2.3 there exists $w$ in $M$ such that $w, w y$ integral over $A[x]$. We can even assume $w y \in A[x]$.

Since $x \in \mathfrak{M} B$ we have $x w^{l} \in \mathfrak{M} A[x, w, w y]$ for $l$ big enough. If we take $t=w^{l}$ it follows from Lemma 2.12 that we have $x t \in \sqrt{\mathfrak{M} S}$ where $S=A[x, t]$. By Corollary 2.20 we find $u \in M$ such that $u, u x$ are integral over $A$. We can then take $s=t u^{N}$ for $N$ big enough using Lemma 2.21 .

We show that the same argument works with $B=A\left[x_{1}, x_{2}, x_{3}\right]$. We have $\nu_{i}\left(X_{1}, X_{2}, X_{3}\right) \in$ $\mathfrak{M} A\left[X_{1}, X_{2}, X_{3}\right]$ such that

$$
x_{1}=\nu_{1}\left(x_{1}, x_{2}, x_{3}\right), x_{2}=\nu_{2}\left(x_{1}, x_{2}, x_{3}\right), x_{3}=\nu_{3}\left(x_{1}, x_{2}, x_{3}\right)
$$

Using Corollary 2.3 we compute first $t$ in $M$ such that $t$ is integral over $A\left[x_{1}, x_{2}\right]$ and $t x_{3} \in$ $A\left[x_{1}, x_{2}\right]$. We have then for some $l$ that $x_{2} t^{l}$ is in $\mathfrak{M} A\left[x_{1}, x_{2}, t, t x_{3}\right]$ and hence is in $\sqrt{\mathfrak{M} A\left[x_{1}, x_{2}, t^{l}\right]}$. Using 2.19 we find $u$ in $M$ such that $u t^{l}$ is in $C\left[x_{2}\right]$ where $C$ is the integral closure of $A\left[x_{1}\right]$. Then using $x_{2} \in \sqrt{\mathfrak{M} A\left[x_{1}, x_{2}, t^{l}\right]}$ again we find a polynomial in $C[T]$, which is $1 \bmod \mathfrak{M} B$, of which $x_{2}$ is a root, and hence we can find $v$ in $M$ such that $v, v x_{2}$ are in $C$, i.e. are integral over $A\left[x_{1}\right]$. Taking $w=t v^{N}$ for $v$ large enough, we get $w$ in $M$ such that $w, w x_{3}, w x_{2}$ are integral over $A\left[x_{1}\right]$. Since $x_{1}=\nu_{1}\left(x_{1}, x_{2}, x_{3}\right)$ we can find $p$ large enough such that $x_{1} w^{p}$ is in $\mathfrak{M} A\left[x_{1}, w, w x_{2}, w x_{3}\right]$ and using Corollary 2.20 we find $s$ in $M$ such that $s, s x_{1}$ are integral over $A$. We can then finish by taking $w s^{M}$ for $M$ big enough.

## 3 Examples

### 3.1 One variable

If we have a system $x=a_{0}+a_{2} x^{2}+\ldots+a_{n} x^{n}$ with $a_{0} \in \mathfrak{M}$. We first take $t=1-a_{2} x-\ldots-a_{n} x^{n-1}$ and we have $x t=a_{0}$. In this case it is easy to compute the equation for $t$ since $t-1=$ $-a_{2} x-\ldots-a_{n} x^{n-1}$ and hence $t^{n-1}(t-1)=-a_{2} a_{0} t^{n-2}-\ldots-a_{n} a_{0}^{n-1}$. We find in this way the change of variables of [1].

### 3.2 Two variables

We analyse the example where $A$ is the local ring $\mathbb{Q}[a, b]_{S}, S$ being the monoid of elements $p(a, b) \in \mathbb{Q}[a, b]$ such that $p(0,0) \neq 0$. We take next $B=A[x, y]$ where $x, y$ are defined by the equations

$$
\begin{equation*}
-a+x+b x y+2 b x^{2}=0, \quad-b+y+a x^{2}+a x y+b y^{2}=0 \tag{*}
\end{equation*}
$$

We shall compute $s \in B$ integral over $A$ such that $s x, s y$ integral over $B$ and $s=1 \bmod \mathfrak{M} B$.
Following the proof we take $t=1+a x+b y$. We have that $t=1 \bmod \mathfrak{M} B$ and $t, t y$ integral over $A[x]$. We have even $t y=y+a x y+b y^{2}=b-a x^{2}$ in $A[x]$. The equation for $t$ is

$$
t^{2}-(1+a x) t-b+a x^{2}
$$

We have then

$$
t x=x+a x^{2}+b x y=a+(a-2 b) x^{2}
$$

and so

$$
(t-(a-2 b) x) x=a
$$

If we take $u=t-(a-2 b) x=1+2 b x+b y$ we have $u=1 \bmod \mathfrak{M} B$ and $u x$ in $A$ and $u$ is integral over $A$. Indeed $u$ is integral over $A[1 / u]$ since $x$ is in $A[1 / u]$ and $u$ is integral over $A[x]$.

If we take $s=t u^{2}$ we have $s, s x, s y$ integral over $A$. Indeed, $u x$ is in $A$ and since $t^{2}-$ $(1+a x) t-b+a x^{2}$ we have $t u$ and hence $s$ integral over $A$. Since $t y=b-a x^{2}$ we have $s y=v u^{2}-a(u x)^{2}$ integral over $A$. Finally $s x=(t u)(u x)$ is integral over $A$.

For this example, it can be checked that $u$ satisfies the equation $f(u)=0$ with

$$
f(u)=u^{4}-u^{3}+\left(a^{2}-4 a b-b^{2}\right) u^{2}+a(2 b-a) u+a^{2} b(4 b-a)
$$

One can then check that if we take

$$
x=\frac{a}{u}, \quad y=\frac{b u^{2}-a}{u\left(u^{2}-a(2 b-a)\right)}
$$

then one has identically $-b+y+a x^{2}+a x y+b y^{2}=0$ and the equation $f(u)=0$ implies $-a+x+b x y+2 b x^{2}=0$. Thus, the system (*) has a solution in $A_{f}$ which is a simple Hensel extension of $A$.
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[^0]:    ${ }^{1}$ At this point, Peskine's argument is essentially to introduce a minimal prime of $D$ to reduce the proof to the case where $D$ is an integral domain. We avoid the use of this minimal prime ideal by considering all subresultants instead of the gcd of the polynomials $P(T, x)$ and $Q(T, x)$.

